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Motivation
• Multi-exit architecture has been employed in self-distillation by 

distilling knowledge from different exits to improve the model 
capability. It enables adaptive inference with high accuracy without 
incurring extra computational cost.

• However, existing multi-exit self-distillation methods use mainly the 
knowledge from deep exits or a single ensemble to guide all exits, 
and ignore the fact that shallow exit performance may not be 
significantly improved due to the learning gap between the teacher 
and the student.F
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Main idea
• We provide students with an equal number of teachers which are 

obtained by different weighted combinations of exits’ logits. Each 
student is required to learn mainly from its primary teacher whose 
knowledge is generally more appropriate for student learning. 

• To prevent students from becoming overly focused on their primary 
teacher and failing to capture the rest valuable knowledge, 
students are asked to acquire some knowledge from other teachers 
as well. 

• We use a neural network to calculate the weights for composing 
the teachers, and generate diverse and appropriate knowledge for 
each student by using a novel loss function.
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Framework
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Conclusions

In this work, we propose Multi-exit self-distillation with Appropriate 
TEachers (MATE) to provide diverse and appropriate knowledge 
for each exit. We highlight the necessity of controlling the learning 
gap between students and teachers. Experimental results show 
that our method consistently achieves better performance than 
state-of-the-art methods with various network architectures on 
multiple datasets. 
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