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Motivation

1. Due to factors such as motion blur, video out-of-focus, and
occlusion, multi-frame human pose estimation is a challenging
task. Exploiting temporal consistency between consecutive frames
is an efficient approach for addressing this issue. Currently, most
methods explore temporal consistency through refinements of the
final heatmaps.

2. Heatmaps contain the semantics information of key points, and
can improve the detection quality to a certain extent. However, the
quality of heatmaps is influenced by corresponding features, and
directly aggregating heatmaps at the semantics level yields
unsatisfactory results. Therefore, we argue that it is necessary to
associate and fuse temporal information at the feature level to
better address these problems.
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Overview of FaSRnet: at the feature level, auxiliary features are aligned with the
current features and then fused with them through an attention mechanism; at the
semantics level, the current heatmaps are refined using the difference information
between the heatmaps as auxiliary features



Method

We propose a feature and semantics refinement network (FaSRnet)
for human pose estimation, which uses temporal information to

refine the output at the semantics and feature levels, and is intuitive.
We design two components:

« feature refinement module (FRM), which is used to effectively
aggregate key point information in adjacent features;

« semantics refinement module (SRM), which uses difference
information from adjacent heatmaps to refine the current heatmaps.
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Feature alignment module
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During feature alignment, this module repeatedly aligns auxiliary features with
key features in different receptive fields to reduce the difference caused by
feature distribution (the blue path).
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Attention fusion module
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There is no guarantee that auxiliary features can help improve the current features.
If wrong auxiliary features are fused, the quality of the current features and output
accuracy will be reduced. Therefore, it is necessary to judge whether auxiliary
features can help improve the refinement.
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Semantics refinement module
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The adjacent rough heatmaps contain obvious human body key point position
information, the difference between adjacent heatmaps reflects the amount of
human motion within two frames, and the difference information can effectively

supplement the key point positioning error in the current frame due to motion
blur and other reasons.



Method

The loss function is defined as
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where H; represents the heatmaps generated by 1x1
convolution after feature-level refinement, HJ.S repre-
sents the heatmaps generated after semantics-level re-

finement, }A]j represents the ground-truth heatmaps, j
is the key point number, V; visualizes the key points
in the label, and a is the weight coefficient of L,, set
to 0.4 in this method.



Major results

Table 1 Quantitative results of our method and state-of-the-art methods on the PoseTrack2017 validation set

Method Year = , , mAP
Head Shoulder Elbow Wrist Hip Knee Ankle
PoseTracker 2018 67.5 70.2 62.0 517 60.7 58.7 49.8 60.6
PoseFlow 2018 66.7 73.3 68.3 61.1 67.5 67.0 61.3 66.5
JointFlow 2018 - - - - - - - 69.3
SimpleBaseline 2018 81.7 83.4 80.0 724 753 74.8 67.1 76.7
TML++ 2019 - - - - - - - 7L5
FastPose 2019 80.0 80.3 69.5 59.1 71.4 67.5 59.4 70.3
STEmbedding 2019 83.8 81.6 771 70.0 774 74.5 70.8 77.0
HRNet 2019 82.1 83.6 80.4 439 75.5 753 68.5 7.3
MDPN 2019 85.2 88.5 83.9 715 79.0 77.0 71.4 80.7
PoseWarper 2019 81.4 88.3 83.9 78.0 82.4 80.5 73.6 81.2
Dynamic-GNN 2021 88.4 88.4 82.0 74.5 79.1 78.3 73.1 81.1
DCpose 2021 88.0 88.7 84.1 78.4 83.0 81.4 74.2 82.8
AlphaPose 2023 - - - - - - - 76.9
Ours 2022 88.1 88.8 84.2 78.4 83.1 81.4 74.2 83.0

The bold font denotes the best result



Table 2 Quantitative results of our method and state-of-the-art methods on the PoseTrack2017 test set

Major results

AP
Method e Head Shoulder Elbow Wrist Hip Knee Ankle i
PoseTracker 2018 - - - 515 - - 50.2 59.6
PoseFlow 2018 64.9 67.5 65.0 59.0 62.5 62.8 57.9 63.0
JointFlow 2018 - - - 53.1 - - 50.4 63.4
SimpleBaseline 2018 80.1 80.2 76.9 .4 B 12D 72.4 65.7 74.6
TML++ 2019 - - - 60.9 - - - 67.8
HRNet 2019 80.1 80.2 6.9 72.0 73.4 T2 67.0 749
PoseWarper 2019 9.5 84 3 30.1 75.8 77.6 76.8 70.8 779
KeyTrack 2020 - - - 719 - - 65.0 74.0
DCpose 2021 84 3 84.9 80.5 76.1 719 771 71.2 9.2
Ours 2022 84.6 84 8 80.6 76.2 78.0 17.2 71.0 793

The bold font denotes the best result



Major results

Visualization results of some challenging scenarios in the PoseTrack2017 dataset.
Scenes include motion blur, occlusion, and multiple persons



Major results

Visualization results of some challenging scenarios in the PoseTrack2018 dataset.
Scenes include motion blur, occlusion, and multiple persons



Conclusions

We propose a video-based human pose estimation model. The
method refines the current frame at feature and semantics levels.
A multi-receptive field feature refinement module is designed to
refine the predicted pose. Our semantics correction module uses
the difference information between heatmaps to further refine the
predicted pose. Our method has been validated on large-scale
benchmark datasets PoseTrack2017 and PoseTrack2018,
outperforming most existing methods.
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