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Abstract: With the development of satellite miniaturization and remote sensing, the establishment of microsatellite constellations is 
an inevitable trend. Due to their limited size, weight, and power, spaceborne storage systems with excellent scalability, performance, 
and reliability are still one of the technical bottlenecks of remote sensing microsatellites. Based on the commercial off-the-shelf 
field-programmable gate array and memory devices, a spaceborne advanced storage system (SASS) is proposed in this paper. 
This work provides a dynamic programming, queue scheduling multiple-input multiple-output cache technique and a high-speed, 
high-reliability NAND flash controller for multiple microsatellite payload data. Experimental results show that SASS has outstanding 
scalability with a maximum write rate of 2429 Mb/s and preserves at least 78.53% of the performance when a single NAND 
flash fails. The scheduling technique effectively shortens the data scheduling time, and the data remapping method of the NAND 
flash controller can reduce the retention error by at least 50.73% and the program disturbance error by at least 37.80%.
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1  Introduction

Recent advances in satellite miniaturization tech‐
nology have directed efforts in remote sensing towards 
microsatellite constellations. In particular, the applica‐
tion of compact commercial off-the-shelf (COTS) com‐
ponents breaks through the limitations of microsatel‐
lites in terms of size, weight, and power (SWaP) con‐
sumption, and computing and storage performance (Rad‐
hakrishnan et al., 2016; Wang LG, 2019). As a result, 
microsatellite constellations have the advantages of low 

cost, short manufacturing cycle, small volume, quick 

response (Ding et al., 2020), and high revisit (Sezer 

et al., 2017) compared with conventional satellites.

As the core of remote sensing missions, remote 

sensing payload technology is developing rapidly, in‐

cluding real-time processing (Zhang Y et al., 2020; 

Zhou et al., 2020) and multipayload information fusion 

technology (Huang et al., 2012; Vakil et al., 2021). These 

technologies bring an explosion in the volume of remote 

sensing data, and a spaceborne storage system with high 

performance is urgently necessary.

One of the key parts of spaceborne storage sys‐

tems, the storage medium, has experienced three devel‐

opment stages, represented by static random access 

memory (SRAM) and dynamic random access memory 

(DRAM), synchronous dynamic random access memory 

(SDRAM), and NAND flash (Sasada et al., 2005; 

Stuffler et al., 2007; Reid and Ottman, 2014). At present, 
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NAND flash is the first choice for spaceborne storage 
systems (Fabiano and Furano, 2013; Song, 2015; Xu 
W et al., 2017; Liu GH et al., 2018; Zhang XY, 2020).

Based on the NAND flash array, many manu‐
facturers are developing spaceborne solid-state records 
(SSRs) around the world, such as Astrium (Airbus 
Defence and Space, 2022), SEAKR (SEAKR Engi‐
neering, 2022), Calculex (Calculex, 2022), and Space 
Micro (Space Micro, 2022). Chinese research institutes 
and universities have also carried out research on large-
capacity SSR, developing five generations in total (Li 
S, 2015; Zhu et al., 2020).

However, today’s miniaturized spaceborne high-
resolution cameras can reach 45 megapixels or more 
with 5 frames/s (1717 Mb/s). Calculex CSR-6602 can 
meet this requirement with its 3.2 Gb/s maximum write 
rate, but it is too heavy for microsatellites and con‐
sumes nearly 100 W (Calculex, 2022). Even a typical 
miniaturized SSR such as the one from Xidian Univer‐
sity’s spaceborne SSR cannot meet the demand (Li S, 
2015) despite having a high-speed, large-capacity stor‐
age device (with a write rate of 951 Mb/s and a total 
capacity of 2 Tb).

Achieving high-performance, low power con‐
sumption miniaturized SSR with COTS devices is a 
win‒win solution. However, SSR’s COTS devices inev‐
itably reduce the system reliability, and the use of vari‐
ous COTS payloads also challenges SSR’s compati‐
bility design. A spaceborne SSR with high scalability 
and reliability is essential in space science and tech‐
nology development as the number of microsatellites 
expands, complex requirements increase, and devel‐
opment cycles shrink.

To solve the above problems of remote sensing 
microsatellite storage systems in terms of scalability, 
performance, and reliability, this paper proposes cor‐
responding solutions after specific analysis. It pro‐
poses a spaceborne advanced storage system (SASS) 
for remote sensing microsatellites. Then a series of 
experiments are conducted to validate the efficiency 
of the proposed scheme and evaluate its performance 
and reliability. The advantages of SASS are summa‐
rized as follows:

1. Modules of SASS, the multiple-input multiple-
out (MIMO) cache and the NAND flash controller, 
have excellent scalability to accommodate different 

missions and payloads. The NAND flash controller 
provides smaller configurable functional particles for 
greater system flexibility and robustness.

2. The performance of SASS is strong, and the 
dynamic programming method and queue scheduling 
method can effectively improve the efficiency of data 
scheduling to meet the requirements of high-speed 
multichannel data storage.

3. The proposed data remapping method can reduce 
the retention and NAND flash program disturbance 
errors. It partially compensates for the limitations of 
the error correction algorithm, improves the reliability, 
and extends the system’s service life.

2  Concerns and solutions of the storage 
system

2.1  Scalability

High system scalability, which aims to accom‐
modate different payloads and missions, is conducive 
to shortening microsatellite development cycles and 
technology iteration periods.

This paper’s SASS architectures and modules 
revolve around modularity, standardization, loose cou‐
pling, and controllability. The architectures are open to 
users, and users can define system function and struc‐

ture by software, supporting the business expansion 
of a single satellite and the capability improvement and 
rapid response of the constellation (Liu ZX, 2021).

2.2  Performance

The performance of processors and memories 
determines the upper and lower limits of the space‐
borne storage system. Using a central processing unit 
(CPU), digital signal processor (DSP), graphical pro‐
cessing unit (GPU), or field-programmable gate array 
(FPGA) for storage systems and real-time process‐
ing is mainstream. However, due to limited computa‐
tional resources, DSP and CPU are not suitable for real-
time processing of remote sensing microsatellites, and 
GPU is also not suitable because of its high power con‐
sumption. FPGA has irreplaceable advantages in terms 
of on-chip resource storage, computing capabilities, 
and reconfigurable characteristics. It can meet large 
throughput requirements and real-time processing under 
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spaceborne conditions with lower power consump‐
tion (Yang Z and Long, 2015; Schmidt et al., 2017).

For memory, the preparation time of storage media 
will extend the operation time and reduce the ratio of 
the expected operation time to the actual operation 
time, that is, the writing efficiency (Wang GQ et al., 
2021). The higher the writing efficiency, the shorter 
the writing time, which means the higher the real-
time performance.

Double-data-rate-3 SDRAM (DDR3 SDRAM) is 
the storage medium of the MIMO cache. When writing 
n bytes of data, the time consumed is denoted by tWRITE:

tWRITE = tRCD + tCWL + ntCK + tWR + tRP, (1)

where tRCD is the delay time from the active command 
to read or write, tCWL is the delay time from the write 
command to the first data transmission, tCK is the 
working clock of DDR3, tWR is the minimum interval 
from the last data transmission to the precharge com‐
mand, and tRP is the minimum interval from the pre‐
charge command to the next active command (Micron, 
2021).

Each row has 1024 cells in a typical DDR3, and 
the maximum writing efficiency can be calculated 
when the write burst length is set to 8:

ηWRITE= 
ntCK

tWRITE

,  0 < n ⩽ 128.  (2)

To improve data scheduling efficiency, the adap‐
tive dynamic programming (ADP) algorithm is intro‐
duced in this study. In essence, it approximates the 
optimal control strategy in dynamic programming by 
using the reinforcement learning principle (Werbos, 
2011; Kong et al., 2021). At present, the ADP struc‐
ture has been applied in missile guidance, automatic 
driving, robot balance control, and other problems 
(Xu X et al., 2007, 2017).

For NAND flash, the array design expands the 
data bit width and increases the data throughput. How‐
ever, in a regular design, the smallest unit of the system 
is the entire array, and the damage to a single NAND 
flash chip of the array can have a severe impact on 
the system. Smaller configurable functional particles are 
introduced into the architecture to enhance the robust‐
ness and flexibility of the system.

Moreover, the programming time of the NAND 
flash reduces the writing efficiency. The pipeline opera‐
tion addresses this issue.

2.3  Reliability

In space missions, the storage medium is easily 
affected by the single particle effect, especially the 
single event upset (SEU). In a conventional design, 
triple modular redundancy (TMR) and error correc‐
tion code (ECC) are used to address such random 
errors (Yin, 2018).

Common ECC algorithms in the NAND flash 
storage system include the Hamming algorithm (Rhee 
et al., 2010), the Reed–Solomon (RS) algorithm (Xiao 
et al., 2011), and the Bose–Chaudhuri–Hocquenghem 
(BCH) algorithm (Mahdy et al., 2020). Both RS and 
BCH algorithms can correct multibit errors, but they 
require more system resources and the codec process 
is more complicated. The Hamming code provides the 
easiest hardware implementation.

Wear balancing (Yang CL, 2008), file systems 
(Dong, 2017), and bad block management (Wei et al., 
2016) are also key and conventional technologies in 
storage systems. However, a more reliable design must 
be considered due to the physical properties of NAND 
flash, which is a nonvolatile memory based on a float‐
ing gate transistor structure. When the negative elec‐
tron is injected into or removed from the floating gate 
under the action of the control gate, the storage state 
of the NAND single transistor changes, as per pro‐
gramming (1 to 0) or erasure (0 to 1) (P/E) operation. 
The number of operations of negative electronics is 
reduced, so are the erasure and programming times 
(Pavan et al., 1997).

This structure’s common types of data errors are 
program disturbance errors and long-term data reten‐
tion errors because of electronic leakage and program‐
ming page to nonprogramming page interference (Cai 
et al., 2013). The single-level cell (SLC) NAND flash 
has far fewer program disturbance errors than the 
multilevel cell (MLC) and trinary-level cell (TLC) 
NAND flash. Nevertheless, data retention errors will 
increase in applications such as aerospace, where elec‐
trons can experience thermal motion due to energy 
radiation (Wang JX, 2010).

As the number of P/E operations increases, the bit 
error rate (BER) grows exponentially. Then it exceeds 
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the limited error correction capability of the ECC, 
meaning that the storage system will reach the end 
of its service life without on-orbit maintenance ser‐
vices. This paper proposes a data remapping method 
to reduce the BER of data and extend the system ser‐
vice life.

3  Implementation of SASS

3.1  Highly scalable architecture

SASS consists of a MIMO cache and a NAND 
flash controller, as shown in Fig. 1. The two modules are 
loosely coupled and communicate only via a gigabyte 
transceiver X (GTX). The integrated electronic system 
of the microsatellite is the upper computer of SASS.

3.1.1  Modular and standardized MIMO cache

The hardware structure of the controller is shown 
in Fig. 2. Following the concept of hierarchical sys‐
tem design, the functional modules of the MIMO cache 
are encapsulated into different layers of standard mod‐
ules to provide different services. There is a low cou‐
pling degree between layers, and the key parameters of 
each layer can be configured by users. The software 

of each layer is easily developed, replaced, and tested 
independently.

This design has the advantages of standardized 
interfaces and services, high reusability, and good test‐
ability. The structure consists of a logical layer, trans‐
port layer, physical layer, configuration fabric, clock net‐
work, reset network, monitor, and input/output (I/O) 
first-input first-output (FIFO).

The logical layer is the policy layer for data ex‐
change. To achieve real-time data distribution, the cache 
modes of the switching unit include the input cache, 
output cache, and shared cache. To increase the switch‐
ing capacity, support a higher line rate, and maximize 
DDR3 efficiency, combined with the priority charac‐
teristics of input and output data, the output cache 
mode is adopted in this paper (Zhang Y et al., 2015). 
This layer schedules input data from user input FIFOs, 
sends output data to FIFOs, and generates action instruc‐
tions for the transport layer.

The transport layer provides routing informa‐
tion based on address configuration, instructions, and 
data frames during transmission. Then it implements 
data read and write through the MIG7 IP core in the 
physical layer. The maximum data input rate of the 
cache can reach 25 Gb/s.

The physical layer contains DDR3 chips and the 
MIG7 IP core provided by Xilinx.

The clock network, reset network, and monitor 
are the top-level support modules. The monitor can 
inform the user of the state of the modules and ensure 
their health.

The configuration fabric maintains all the configu‐
ration information for the cache. For example, the user 
input interface configuration is shown in Fig. 3 (sup‐
plementary materials, Table S1). By configuring this 

Fig. 2  Hardware architecture of the proposed cache

Fig. 1  Architecture of the spaceborne advanced storage 
system

603



Tu et al. / Front Inform Technol Electron Eng   2024 25(4):600-615

register, the cache adapts to different numbers of user 
input interfaces with different features. Users can also 
customize the usage pattern of the cache controller 
by configuring others. In other words, the system is 
open to both users and designers.

3.1.2  Array programmable NAND flash controller

In an M×N NAND flash array, there are M groups of 
I/O buses. Each group of NAND flashs is called a 
cluster, and each cluster of NAND flashs consists of 
N single dies. To ensure on-orbit reliability, redundant 
dies are usually included in the design.

Considering the design limitations, such as printed 
circuit board (PCB) wiring, signal integrity driving 
capability, and FPGA resources of the microsatellite 
integrated payload data processing and storage system, 
a 1×4 NAND flash array is adopted in this paper. It 
consists of 8×2 NAND flash chips with a total capac‐
ity of 2 Tb, and the controller is designed as shown 
in Fig. 4.

To improve architectural scalability and fault tol‐
erance, the key configurations of the controller, such 
as data bit width, the number of clusters, and pipeline 

series, are maintained in the form of a work matrix 
and work configuration. Users can adjust them for 
different microsatellites or different mission scenarios. 
Each partition corresponds to an independent work 
matrix and work configuration. When several NAND 
flash dies fail, most of the system functionality can be 
retained by redefining the work matrix and work con‐
figuration without redundant dies. The logical address 
format, work matrix, and mapping method when one 
of the dies fails are shown in Fig. 5.

As shown in Fig. 5, the work matrix of the cur‐
rent partition is adjusted to a 4×7 array when the CS6 
die fails, and the bit width is set to 32.

Reassigning the partition into two parts for higher 
performance is another solution during failure, as 
shown in Fig. 6. When data are written to logical CS00 
of partition 0 (bit width set to 32 and other logical CSs 
of partition 0 set to 64), the programming operations are 
performed in multiplane mode, with two pages (2 taps) 
at each operation to align with logical CS01 to CS11 
of partition 0. When logical CS00 of partition 0 is 
full, the remaining halves of logical CS01 to CS11 are 
partitioned into partition 1 independently. The physical 
CS4, CS5, and CS6 dies can store data with low write 
rate requirements, such as TMR storage of payload 
on-orbit update parameters.

3.2  Performance optimization and analysis

3.2.1  Dynamic programming method

The ADP algorithm can point to the optimal data 
scheduling policy for payload data input. Nevertheless, 

Fig. 4  The hardware architecture of the NAND flash controller

Fig. 3  Arrangement of user input interface configuration
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the iterative process of the ADP algorithm incurs con‐
siderable FPGA resource consumption, and the code 
complexity is greatly increased. In this paper, the sys‐
tem autoadjusting weight parameters are replaced by 
user configurations, and the number of iterations is lim‐
ited. Fig. 7 shows the design block diagram.

According to Eq. (2), when the write length is 
less than 1024 bytes, the write efficiency is positively 
correlated with the write length. In this data exchange 
problem, the control strategy u(sk, t) is to transport bk, t 
bytes of data into DDR3 from the input FIFO of user 

k when the state is sk at time slot t, and bk, t is differ‐
ent due to different user configurations and different 
control strategies, including dynamic weight sched‐
uling, priority scheduling, polling scheduling, and 
first-come-first-service (FCFS) scheduling (Li QA, 
2019).

The write length is expressed as Bt:

Bt =∑
k = 0

K

bk, t . (3)

The utility function is expressed as U(sk, t, uk, t):

U ( sk, t, uk, t ) =
tRCD + tCWL +

Bt

8
tCK + tWR + tRP

Bt

8
tCK

,

0 < Bt ⩽ 1024.

  (4)

Under the control strategy of u(sk, t), each input 
user status can be predicted according to the input user 
status register (supplementary materials, Table S2). For 
user k, the remaining time until the FIFO is full can 
be expressed as tre(k, t+1) at time slot t+1:

tre ( k, t + 1) = tre ( k, t ) + bk, t vk − tWRITE ( k, t ). (5)

The FIFO counter can be expressed as q(k, t+1) 
at time slot t+1:

q ( k, t + 1)=
ì
í
î

q ( k, t )− bk,t,  tre ( k, t + 1) > Tk,

qmax − vktre ( k, t + 1),  tre ( k, t + 1) ⩽ Tk,
 (6)

where tWRITE(k, t) denotes the time required to store Bt 
bytes of data at time slot t. Based on the FIFO counter 
and the remaining time at time slot t+1, the control 
strategy u(sk, t+1) determines the next state.

Under the control of the control sequence uk=
{u ( sk, t ), u ( sk, t + 1 ), u ( sk, t + 2 ), ...}, the performance in‐

dex function is expressed as J(sk, uk):

J ( sk, uk ) =∑
t = t0

∞

U ( sk, t, uk, t ). (7)

The optimization objective is to find an admissi‐
ble control strategy that minimizes the performance 
index function (7). According to the Bellman opti‐
mality principle (Shan and Miura, 2014), the optimal 
value function satisfies the HJB equation and is ex‐
pressed as J*(sk):

Fig. 5  Data mapping of the NAND flash array

Fig. 6  Example working matrix in the case of failure

Fig. 7  Structure diagram of dynamic programming
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J * ( sk ) = min
uk

{U ( sk, uk ) + J * ( sk + 1 )}

= U ( sk, u
*
k ) + J * ( sk + 1 ).

(8)

To reduce the computational complexity, the 
number of iterations N is limited, and the performance 
index function after N iterations is JN

*(sk):

J *
N ( sk ) = J * ( sk + 1 ) +∑

t = 0

N

U ( sk, t, u
*
k, t ), (9)

where u*
k and u*

k, t denote the optimal control strate‐
gies, which are determined by comparing the value of 
the utility function U(sk, t, uk, t) corresponding to different 
control strategies. Different iteration times N corre‐
spond to different scheduling delay times and efficien‐
cies. The optimal N can be obtained by tuning the experi‐
mental parameters.

3.2.2  Queue scheduling method

In SASS, the MIMO cache is the access object 
of the memory module and the real-time processing 
module. Conventional data distribution strategies, such 
as distributing data only in priority or request order, 
cannot meet the requirements of complex tasks with 
several subtasks.

Combined with the characteristics of real-time 
systems, a queue scheduling method is proposed to 
distribute data to each back-end module in this paper. 
Based on the priority of tasks in the configuration 
fabric and the status management module, as shown in 
Fig. 2, the queue scheduling module inserts instruc‐
tions into the scheduling queue (supplementary mate‐
rials, Table S3). The instruction execution procedure 
proceeds as follows:

Step 1: determine whether the instruction format 
is valid and whether the instruction in the queue is the 
highest priority instruction.

Step 2: according to the priority parameter of the 
user output status, the data are outputted simultane‐
ously to the channels in use at the same priority. If 

priority self-adjusting is enabled, the priority is reeval‐
uated based on the remaining subtasks in the current 
task and the remaining time tre(k, t) of the user input 
status.

Step 3: rearrange the instruction queue and exe‐
cute the next instruction.

3.2.3  NAND flash controller performance analysis

To circumvent the programming time effect on 
the NAND flash data write rate, a pipelining opera‐
tion is introduced in SASS, as shown in Fig. 8.

By converting relevant parameters of the 
MT29F128G08AJAAAWP chip (Micron, 2010), the 
loading time tLOAD and programming time tPROG can be 
calculated as follows:

tPROG = 350–560 μs, (10)

tLOAD = (nC + nA + nD ) × tWC + tWB + tADL

       = (2 + 5 + 8640 ) × 25 ns + 100 ns + 70 ns

       = 216 345 ns,

  (11)

where tWC is the write cycle, which is at least 20 ns in 
the chip manual, and 25 ns is adopted in SASS for 
better signal quality and lower BER. tWB is the inter‐
val from the end of data loading to the selected die 
going busy for tPROG, and tADL is the interval from the 
end of the command to the start of data. Four levels 
of pipelining are sufficient for seamless data loading. 
The maximum write rate of the controller is expressed 
as vPROG_MAX:

vPROG_MAX =
Np × Nd × 64

tPROG + Np × tLOAD

≈ 2555.92 Mb/s, (12)

where Np is the number of pages and Nd is the number 
of bytes of data per page.

When a partition is fully written and enters the 
cyclic mode, the controller automatically erases the old‐
est data after each storage task to ensure that the erase 
pointer precedes the write pointer, as shown in Fig. 9.

Fig. 8  NAND flash controller pipeline operation sequence diagram
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The amount of data to be erased is determined 
by the user configurations. When the NAND flash 
controller is idle, the user can manipulate it with only 
data and simple commands. In addition, when the 
erase instruction is received from the host computer, 
the write pointer remains in place and the empty blocks 
are not erased repeatedly to ensure P/E balance of each 
block.

The write rate in the case of Fig. 5 is expressed 
as vPROG_4×7:

vPROG_4 × 7 =
Np × Nd × 32

tPROG + Np × tLOAD

≈ 1277.96 Mb/s. (13)

The write rate in the case of Fig. 6 is expressed 
as vPROG_P0 and vPROG_P1:

vPROG_P0 =
Np × Nd × 64

tPROG + Np /4 × (5 × tLOAD + tDBSY )

             ≈ 2042.846 Mb/s,

   (14)

vPROG_P1 =
Np × Nd × 64

tPROG + Np /3 × ( tLOAD + tPROG )

             ≈ 2137.731 Mb/s,

(15)

where tDBSY is the busy time after loading the first 
plane. As described above, the NAND flash control‐
ler can retain most of its performance even in the pres‐
ence of the storage media failure.

3.3  Data reliability scheme

3.3.1  Zero-delay configurable error correction scheme

In this paper, an adjustable Hamming ECC module 
with zero delays is designed to correct bit errors and 

avoid the effects of the codec process on read and 
write rates. The ECC module performs row checks and 
column checksums on M×N (2m×2n, 0⩽m⩽3, 3⩽n⩽9) 
bytes of data each time, and performs XOR calcula‐
tions on each bit to be checked, as shown in Fig. 10.

For 2m×2n bytes of data, the row and column 
checksums are denoted as RP and CP respectively, as 
shown in Fig. 11.

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

RP2k = xor bit0 to bit2m + 3,  RowCounter (k ) = 0,

RP2k + 1 = xor bit0 to bit2m + 3,  RowCounter (k ) = 1,

CP2t = xor biti,  i (t ) = 0,

CP2t + 1 = xor biti,  i (t ) = 1,

  (16)

where RowCounter(k) means the kth bit of row counter 
and i(t) means the ith bit in Fig. 11.

The length of the ECC for each check segment 
is 2(m+n+3) bits, and the maximum length per data 
page is 384 bytes. By varying m, the user can choose 
to manage individual NAND flash chips indepen‐
dently or to manage the entire cluster uniformly. When 
a small amount of noise in the remote sensing data 
can be tolerated and higher storage efficiency is needed, 
n can be adjusted to increase the length of each 
check segment and then decrease the total length 
cntoob of the ECC. The storage efficiency is expressed 
as ηWRITE:

η WRITE =
8192

8192 + cntoob

. (17）

The process of the Hamming ECC module is pro‐
vided in Table S4 in the supplementary materials.

Fig. 9  Cyclic mode of the NAND flash controller
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3.3.2  Data remapping method

As analyzed in Section 2.3, the service life of 

NAND flash can be extended by reducing the data 

BER. This paper proposes a data remapping method to 

achieve this and reduce the number of P/E operations.

In view of the characteristics of NAND flash, re‐

ducing the number of negative electronic operations 

means an increase in the ratio of “1” state in memory 

cells, which is beneficial for decreasing both retention 

errors and program disturbance errors accordingly. It 

can also reduce the number of P/E operations. This 

increase can be achieved by increasing the ratio of 

“1” in the programming data.

The remapping method is implemented by count‐

ing the numbers (matrix N) of 00, 01, 10, and 11 (matrix 

M0= [00, 01, 10, 11]T) when prestoring data into the 
prewrite cache as shown in Fig. 4 and remapping M0 
to matrix Moptimal with the largest gain Gmax for “1” 
among its permutations, which is expressed as Mp:

Mp = [ ]M1, M2, ..., M23

     =

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú00
01
11
10

 

00
10
01
11

 

00
10
11
01

 

00
11
01
10

 

00
11
10
01

 

01
00
10
11

 

...

...

...

...

. (18)

The gain of remapping M0 to Mn is gn (n=1, 2, ..., 
23), and the gain matrix is expressed as gp after remov‐
ing the repetition matrix and matrix O. The total gain 
after remapping is G, and the maximum value from 
G1 to G11 is Gmax.

Fig. 10  Architecture of the Hamming error correction code module

Fig. 11  Schematic of the error correction code
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gp = [ ]g1, g2, ..., g11

    =

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú0
0
1
−1

  

0
1
0
−1

  

1
−1
0
0

  

1
−1
1
−1

  

1
0
−1
0

  

1
0
1
−2

  

1
1
−1
−1

  

1
1
0
−2

  

2
−1
0
−1

  

2
0
−1
−1

  

2
0
0
−2

, (19)

G = N × gp = [ G1, G2, ..., G11 ] , (20)

Gmax = max{G1, G2, ..., G11}, (21)

Moptimal = Mn,   if Gmax = Gn. (22)

Taking 8192 bytes of data in Table 1 as an exam‐
ple, the ratio of 1 in the data increases from 44.94% 
to 68.25% in No. 1, from 68.28% to 72.47% in No. 2, 
and from 21.35% to 78.65% in No. 3. Before program‐
ming, the data are encoded according to the remap‐
ping rule of M0 to Moptimal, and Moptimal is stored in the 
out-of-band (OOB) section of each page of NAND 
flash, as shown in Fig. 12.

When data are read, the remapped data are stored 
in the preread cache, and data error correction and 
decoding are performed in sequence.

3.3.3  Block management scheme

By analyzing the characteristics of the remote sens‐
ing payload data, a block management module imple‐
ments the wear balancing, file system, and bad block 
management. In Table 2, the packet size is denoted 
by Vk, Fk designates the packet frequency, and the res‐
idence time Rk has three levels.

Based on the characteristics of the data, the NAND 
flash arrays are partitioned to ensure the wear balanc‐
ing of each block and to meet the reliability require‐
ments of special types of data, such as on-orbit update 
packets, including codes and parameter libraries for 
functional reconstruction of the payload system. The 
partition size Nk is expressed as follows:

Nk = N total

Vk Fk Rk

∑
n = 0

N

Vn Fn Rn

. (23)

In remote sensing satellites, payload work is gen‐
erally coordinated by the mission planning system. A 
file index table (FIT) is built in SASS for easy retrieval 
of data and consists of mission ID, packet ID or ver‐
sion ID, timestamps, and block addresses to replace 
the cumbersome file system, as shown in Fig. 13.

FIT is stored in three electrically erasable program‐
mable read-only memory (EEPROM) chips in TMR 
mode to ensure data reliability, so are the block state 
bitmap, the bad block mapping table, the operation 
pointers, and the weakly-performed page address, as 
shown in Fig. 14.

Table 1  Example of data remapping

No.

1

2

3

M0

00

01

10

11

00

01

10

11

00

01

10

11

N

7160

2209

18 304

5095

6198

4038

3457

19 075

21 319

4919

3986

2544

Gmax

G6,

15 274

G5,

2741

G11,

37 550

Moptimal

10

01

11

00

10

01

00

11

11

01

10

00

Fig. 12  Storage of Moptimal on the NAND flash page

Fig. 13  Composition of the file index table

Table 2  Characteristics of the main remote sensing payload 
data

Type

Number of image packets

Number of video packets

Number of target packets

Processing results

Telemetry data

Number of on-orbit update 
packets

Packet size

Huge

Huge

Medium

Little

Little

Little

Packet 

frequency

High

High

Medium

Low

Low

Low

Residence 

time level

1

1

1

2

2

3
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The host records the address of a page whose error 
correction fails for multiple segments. When the num‐
ber of error correction failures on this page exceeds the 
threshold, the host marks it as a weakly-performed page 
in Fig. 14 and it will be skipped in future operations.

Common approaches for bad block management 
are the skip-block and reserve-block methods. However, 
the skip-block method has difficulty in achieving trans‐
parent bad block management and has poor portability. 
This paper proposes a reverse-order retrieval method 
based on the reserve-block method. The bad block table 
retrieval flowchart and the bad block table establishment 
flowchart are shown in Figs. 15 and 16, respectively.

A bad block in a reservation needs to be skipped 
and marked in a regular design. Based on this paper’s 
reverse-order retrieval method, another address is 
mapped to the original bad block. Then, when retriev‐
ing the mapping table in reverse order, the first corre‐
sponding address retrieved is the valid address.

Overall, the block management module simplifies 
and integrates the file system, the wear balancing algo‐
rithm, and the bad block management algorithm con‐
cisely and efficiently, and meets the storage and play‐
back requirements of remote sensing payload data in 
microsatellites.

4  Experiments and results

4.1  Experimental settings

To validate the excellence of SASS, an experi‐
mental platform was designed and implemented, and 
SASS was deployed to the hardware, as shown in 
Fig. 17.

Fig. 15  Flowchart of bad block table retrieval

Fig. 16  Flowchart of bad block table establishment

Fig. 14  Data storage structure in EEPROM
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The platform was designed based on COTS de‐
vices, with a weight of 331 g, a volume of 222 m×
222 m×30.7 mm, and a maximum power consump‐
tion of 30 W. The minimum power consumption is 
3.7 W when the platform works only for payload man‐
agement and data down transmission.

To verify the scalability of SASS, this work assem‐
bled the experimental platform in different models of 
microsatellites (supplementary materials, Table S5) 
for the thermal balance test, thermal vacuum test, ther‐
mal cycling test, radiation test, electromagnetic compat‐
ibility test, and desktop aging test. The system worked 
properly in each test. Moreover, extensive experiments 
were conducted to evaluate the performance and reli‐
ability of SASS.

4.2  Performance evaluation of the MIMO cache

Based on a model A microsatellite, the camera-1 
data scheduling task was set to the highest priority. 
Then we triggered the image acquisition of camera 1 
with instruction, and scheduled data with dynamic 
weight (DW) scheduling, priority scheduling, poll‐
ing scheduling, FCFS scheduling, and dynamic pro‐
gramming (DP) methods. Then, the time interval and 
measured DDR3 access bandwidth from the beginning 
of camera-1 data collection to the end of distribution 
were recorded to evaluate the performance of the DP 
method and the queue scheduling method. The results 
are shown in Table 3 and the figure is provided in 
Fig. S1 in the supplementary materials.

Table 3 shows that the methods can effectively 
reduce the data scheduling time in multipayload mic‐
rosatellites, with N=2 being a more appropriate con‐
figuration in this experimental scenario.

4.3  Performance evaluation of the NAND flash 
array and controller

The performance of the nonpipelined 4×8 mode 
(64 bits), 4-level pipelined 4×8 mode (64 bits), 8-level 
pipelined 8×4 mode (32 bits), and fault mode as shown 
in Fig. 6 was evaluated. In different modes, 5A codes 
(bytes all 0x55 or 0xAA) and images were written into 
a partition of 256 Gb approximately 570 images and 
the average write rate was recorded. These images 
were taken during ground experiments with a space‐
borne high-resolution camera (supplementary materi‐
als, Fig. S2). The results are in Figs. 18 and 19.

Figs. 18 and 19 show that the maximum storage 
rates of the 4-level pipelined 4×8 mode (64 bits) and 
8-level pipelined 8×4 mode (32 bits) were 2429 and 
1212 Mb/s, respectively, which were almost the same 
in the two figures. The rate reduction due to the Ham‐
ming code in the OOB section was 4.72% in Fig. 18 
and 4.91% in Fig. 19. The matrix Moptimal took up only 
3 bytes, which reduced the storage efficiency very little.

For the nonpipelined mode, the rate of the 5A 
code experiment was significantly higher and more 

Fig. 18  Write rate of 5A codes

Fig. 17  Photographs of the experimental platform

Table 3  Scheduling time of camera-1 data

Method

Dynamic weight

Priority

Polling

FCFS

DP1

DP2

DP4

Time (ms)

287.1

167.9

354.6

205.2

164.2

163.5

165.9

FCFS: first-come-first-service; DP: dynamic programming

611



Tu et al. / Front Inform Technol Electron Eng   2024 25(4):600-615

stable than the rate of the imaging experiment, and the 
same went for the failure mode.

In Fig. 18, the 5A code was remapped to the 0xFF 
code, so the rate in the second half of the fault mode 
was basically the same as that in the 4-level pipelined 
4×8 mode (64 bits), which means that the 3-level pipe‐
lined 3×8 mode (64 bits) can also meet the seamless 
data loading requirement under this experimental con‐
dition. In Fig. 19, the write rate jitter of the fault mode 
depended on the difference in the ratio of 1 in the 
image after remapping, and the performance of the 
first and second halves of the fault mode was preserved 
by 78.53% and 92.78%, respectively.

The higher the ratio of “1,” the shorter the time 
of the write operation and the erase operation. The pipe‐
lined design masked the effect of the program page 
operation time tPROG, but the effect of the erase block 
operation time tBERS remained. This experiment also 
evaluated the performance of the remapping method on 
the NAND flash operations, and the results are shown 
below. In Fig. 20, tBERS of the 5A code was reduced by 
75.80% and tBERS of the remapped image was reduced 
by 20.07%.

4.4  Reliability evaluation

Due to the data remapping method, more NAND 
cells remain in the lowest voltage level (voltage level of 
“1”) and the retention and program disturbance errors 
of NAND flash are reduced. The Hamming error cor‐
rection module can correct a one-bit error in each check 
segment (512 bytes/1 bit for images). To verify the 
effectiveness of the methods, experiments were per‐
formed according to the following experimental matrix 
in Table 4.

Under each experimental condition, the data P/E 
cycle experiment and the data retention experiment 
were performed. To compare BER differences more 
clearly, 30 000 P/E cycles were applied to the experimen‐
tal data blocks in advance, and the maximum number of 
the recommended P/E cycles for this block was 60 000.

According to the thermal control requirements of 
the system in the satellite, the experiments were carried 
out under the thermal cycling condition of −30 ℃ to 
60 ℃ (the chip temperature ranged from −17 ℃ to 
79 ℃ ), and the maximum temperature change was 
5 ℃/min. The holding time at high and low tempera‐
tures was 2 h. During the holding time, the data were 
written to the system, and the BER was collected.

The results of the experiments are shown in 
Table 5, and the figures are provided in Figs. S3‒S7 in 
the supplementary materials.

According to the experimental results, the pro‐
posed method can significantly reduce program dis‐
turbance and data retention errors at room tempera‐
ture and during temperature cycling. It was also effec‐
tive when Hamming code error correction was enabled. 
It is worth noting that at 60 °C and 64 000 P/E cycles 

Fig. 20  Erase block operation time tBERS

Fig. 19  Write rate of images

Table 4  Experimental matrix

No.

1

2

3

4

5

6

7

8

Remapping

×

√
×

√
×

√
×

√

Hamming

×

×

√
√
×

×

√
√

Temperature cycling

×

×

×

×

√
√
√
√
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(BER>3.55×10−4), the disturbance BER exceeded the 
error correction ability of the Hamming code, and the 
remapping method delayed this threshold to 74 000 P/E 
cycles (supplementary materials, Fig. S4).

4.5  Power evaluation

The experimental platform consists of two FPGAs 
and an image processing DSP. SASS is only part of it. 
When the DSP was in the standby state, the power con‐
sumption of the platform of different modules deleted 
was recorded in Table 6. The results showed that the 
total power consumption of the SASS was approxi‐
mately 8.5 W, much smaller than that of the Calculex 
CSR-6602. The proposed method increased the system 
power consumption, which was relatively small.

5  Conclusions

In this paper, SASS is proposed and implemented 
with COTS FPGAs and memory devices for remote sens‐
ing microsatellites to cope with increasingly complex 

remote sensing payloads and real-time processing sce‐
narios in microsatellites.

The system has excellent scalability under modu‐
lar, standardized, low-coupling, and controllable archi‐
tecture designs. Small functional particles improve the 
robustness of the system.

The maximum instantaneous data throughput rate 
of the MIMO cache of the storage system can reach 
25 Gb/s. The NAND flash array and controller can 
provide an average storage rate of up to 2429 Mb/s 
(a total of 256 Gb, approximately 570 images). When 
one of the 32 NAND flash dies fails, at least 78.53% and 
up to 92.78% of the performance can be preserved, 
which still meets the image acquisition requirements 
of spaceborne high-resolution cameras (1717 Mb/s). 
The proposed dynamic programming method and queue 
scheduling method effectively improve the efficiency 
of data scheduling.

The data remapping method can reduce the reten‐
tion error by at least 50.73% and the program distur‐
bance error by at least 37.80%. It makes up for the 
limitation of the error correction algorithm to some 
extent. Combined with the zero-delay configurable error 
correction scheme, the reduction can be up to 96.82% 
in program disturbance BER and 99.16% in retention 
BER (totally 256 Gb, approximately 570 images). With 
the block management module, users and host com‐
puters can manage the storage system transparently 
and conveniently, which makes the storage system more 
reliable and flexible.

In addition, as a subsystem of a microsatellite, 
SASS meets the requirements for microsatellite limited 
SWaP and has been verified by microsatellite reliability 
tests and engineering tests as described in Section 4.1.

In the future, we will further study the data char‐
acteristics of remote sensing satellites and optimize 
the scheduling algorithm of the MIMO cache to obtain 
a better dynamic programming effect, especially to 
build a mathematical model or formula to calculate 
the optimal number of iterations N by analyzing the 
ADP algorithms and data characteristics rather than 
through testing and tuning. On the other hand, more 
integrated storage media, such as MLC, TLC NAND 
flash, and solid state drive (SSD), will be considered 
for use in SASS (Zhu et al., 2020), combined with more 
efficient coding methods to meet the increasing storage 
capacity, write rate, and reliability requirements.

Table 6  Power consumption under different conditions

Condition

Only NAND flash controller

Only MIMO cache

Without DP method

Without queue scheduling

Without Hamming codex

Without data remapping

All functions

Power consumption (W)

−30 ℃

1.370

6.490

16.910

17.250

17.373

17.360

17.384

Room

1.397

7.101

18.362

18.727

18.893

18.870

18.901

60 ℃

1.720

8.700

22.100

22.477

22.643

22.628

22.650

Room: room temperature

Table 5  Performance of the proposed method

Condition

Program disturbance

Retention

Room

−30 ℃

60 ℃

Room

Cycle

Error reduction (%)

Only 
remapping

49.35

42.35

37.80

50.73

52.80

Only 
Hamming

79.78

87.20

73.39

92.94

90.09

Both

95.86

96.82

89.47

99.16

98.31

Room: room temperature; cycle: temperature cycling
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